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Spectroscopy plays a pivotal role in unraveling the mysteries of the physical world, from 

material characterization to the discovery of novel phenomena. However, conventional 

methods like absorption, emission, and Raman spectroscopy can be time-consuming and 

resource-intensive, limiting their widespread adoption. While theoretical approaches 

based on quantum mechanics offer deeper insights, they often require significant 

computational power [1]. This abstract proposes a transformative AI-driven framework 

to predict excited state properties, particularly molecular excitation spectra, directly from 

molecular structures, overcoming the time-cost limitations of traditional methods. 

Existing machine learning models for predicting spectra 

often directly learn spectral curves[1,2]. We propose a 

novel approach inspired by computer vision research, 

incorporating the frequency domain into the training 

process for enhanced predictive power [3–6]. Our model 

utilizes convolutional neural networks (CNNs) 

specifically tailored to handle the 2D vector output of 

Fourier transforms, allowing it to effectively learn the 

spatial patterns within the spectra. 

Employing molecular coordinates and charges as input 

features, the model is trained on a curated dataset of 7,000 molecules represented by 

Coulomb matrices [1]. A 64%-16%-20% split for training, validation, and testing, 

respectively, ensures robust model evaluation. On the test set, the model achieves a low 

Mean Squared Error (MSE) of 7.62, demonstrating accurate spectral predictions. This 

innovative AI-driven framework holds immense potential to improve spectroscopy, 

offering a data-driven paradigm for faster, more accurate analyses and accelerating 

scientific discovery. 

Figure 1. Comparison between 
ML model predicted and ground 
truth for molecular excitation 
spectra. spectra. 
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