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Extended methods

STM measurement conditions : Tab. S1 summarizes the most important STM/STS mea-

surement parameters used to obtain the figures in the main text and supplementary material.

3D Eilenberger calculations : We follow Ref. (57) in notation and describe how we solved 

the quasiclassical Eilenberger equations (65, 66)

−ℏvF∇ĝ(r;pF , iϵn) =

[(
iϵn + vF eA(r) −∆(r,pF )

∆†(r,pF ) −iϵn − vF eA(r)

)
, ĝ(r;pF , iϵn)

]
, (1)

that hold for kF ξ ≫ 1. The quasiclassical Green’s function propagator

ĝ =

(
g(r,pF , iϵn) f(r,pF , iϵn)

−f ∗(r,−pF , iϵn) g∗(r,−pF , iϵn)

)
, (2)

depends on spatial coordinate r, crystal momentum pF = ℏkF and energy ϵn, and must satisfy

the normalization condition ĝ2 = 1̂. g and f are normal and anomalous quasiclassical Green’s

function propagators and ϵn are fermionic Matsubara frequencies. Incorporated in this formal-

ism is the self-consistent calculation of pair potential ∆(r) and A(r), which is essential for
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the description of a superconductor hosting vortices as these two fields are dependent on each

other. Although this approach is numerically much more feasible than direct diagonalization

of a BdG Hamiltonian when treating inhomegeneties, it is not necessary to solve the problem

completely self-consistently in this work. The reason for that is, that our experimental results

clearly show, that even though the sub-gap states in the vortex display highly anisotropic be-

haviour, the recovery of ∆(r) is isotropic in the plane around the vortex core. The local pair

potential is assumed to have s-wave symmetry and was therefore modeled by

∆(r,pF ) = ∆(r) =

(
∆0 tanh

r

ξ
+Θ(z)W tanh

z

a

)(
x+ iy

r

)m

, (3)

with Θ being a Heaviside step function, ∆0 the maximum gap size, ξ the coherence length, a

the lattice constant, m the winding number of the vortex and W the work function. The second

term ensures, that quasiparticles travelling to the surface are decaying into the vacuum with the

right damping factor. Since an isotropic ∆ implies an isotropic in-plane current density, the

magnetic field profile around the vortex was described by a vector potential of the form (67)

A = A(r, z)êφ , (4)

A(r, z) =
mΦ0

2πλ2

∞∫
0

dk
J1(kr)

k2 + λ−2
S(k, z) , (5)

S(k, z) =

{
κ

k+κ
e−kz z > 0

1− k
k+κ

eκz z ≤ 0 ,
(6)

that is cylinder symmetric in the bulk and deviates from the bulk value near and above the

surface. Here, κ =
√
k2 + λ−2, λ is the magnetic penetration depth which was chosen to be

λ = ξ/
√
2 and J1(x) is a Bessel function of first order.

Nils Schopohl and Kazumi Maki (68) could show that the Eilenberger equations can always

be solved along a characteristic line and that the solution is universal for each point along this

line. The line simply has to be parallel to the Fermi velocity vector vF . Points on this line are

2



then characterized by the variable X and two impact parameters Y and Z.

r(X) = Xû+ Y v̂ + Zŵ, (7)

= xx̂+ yŷ + zẑ (8)

Transformation from the mobile frame of reference (û, v̂, ŵ), where û ∥ vF , to the fixed

coordinate system (x̂, ŷ, ẑ) is done by chaining rotation matrices using Euler angles:vxvy
vz

 = Rzyz

vXvY
vZ

 (9)

Rzyz = Rz(η)Ry(χ− π/2)Rz(ψ)

=

cos η − sin η 0
sin η cos η 0
0 0 1

 sinχ 0 cosχ
0 1 0

− cosχ 0 sinχ

cosψ − sinψ 0
sinψ cosψ 0
0 0 1

 . (10)

In order to align the axis û of the mobile frame with the axis x̂ of the static coordinate system,

no rotation about ŵ is needed and thus ψ = 0. The other two rotational angles are defined by

the components of the Fermi velocity vector as follows:

η = arccos
vz
|v|

, (11)

χ =


arctan vy

vx
, vx > 0

arctan vy
vx

+ π , vx < 0

sgn(vy)π2 , vx = 0

. (12)

Using this transformation, the vector potential and gap parameter can be expressed in the vari-

ables of the mobile frame: A(r(X, Y, Z)) and ∆(r(X, Y, Z)). On a characteristic line defined 

by the impact parameters Yp and Zp, the functions from Eq. (1) become (57)

∆(X) = ∆(r(X, Yp, Zp)) , (13)

iϵ̃n(X) = iϵn + vF eA(r(X, Yp, Zp)) , (14)

ĝ(X) = ĝ(r(X, Yp, Zp),pF , iϵn). (15)

3



The parametrisation of the Eilenberger equations on this 1D line is called the Riccati parametri-

sation. Eq. (1) formally reduces to the solution of two initial value problems, where the differ-

ential equations are scalar and of first order. The Eilenberger propagator is parametrised in

terms of two scalar complex functions a(X) and b(X):

ĝ(X) =
1

1 + a(X)b(X)

(
1− a(X)b(X) 2ia(X)

−2ib(X) −1 + a(X)b(X)

)
. (16)

The differential equations that need to be numerically solved for a(X) and b(X) are (68)

ℏvFa′(X) + [2ϵ̃n +∆†(X)a(X)]a(X)−∆(X) = 0 , (17)

ℏvF b′(X)− [2ϵ̃n +∆(X)b(X)]b(X) + ∆†(X) = 0 (18)

with boundary conditions

a(−∞) =
∆(−∞)

ϵn +
√
ϵ2n + |∆(−∞)|2

, (19)

b(+∞) =
∆†(+∞)

ϵn +
√
ϵ2n + |∆(+∞)|2

. (20)

In order to solve them at a certain energy E < ∆0, the analytical continuation iϵn → E + i0+

was used. Finally, the local density of states at r was obtained from the real part of g(r(X)),

i.e.

N (pF ) = N0(pF )Re

(
1− a(X)b(X)

1 + a(X)b(X)

)
. (21)

In order to obtain the total local density of states one still needs an integration over the Fermi

surface to calculate all trajectories that are present due to the various Fermi velocity vectors that

exist, plus an integration over the impact factors Y in order to account for trajectories that do not

traverse the vortex centre. An integration over Z is redundant since the solution in the bulk is

the same for every Z. Near the surface this is strictly not the case anymore but the effect is small

and with a large enough variety of Fermi velocity vectors (which we have) these trajectories are

not missed.
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Influence of vector potential : The inclusion of a non-zero vector potential A in the cal-

culations increases the average time needed to solve the Eilenberger equations because the

Matsubara frequencies in Eq. (14) gain a position dependent term that requires a coordinate

transformation between the two reference frames. Therefore, the simulations shown in the

main text are performed without vector potential. It is already visible from Eq. (14) that in a

calculation where A and ∆ are not solved self-consistently, A only enters the equation as an

effective energy term. With a vector potential in the azimuthal direction like in Eq. (5) the scalar

product with the Fermi velocity is only expected to yield a substantial contribution for large im-

pact parameters (for Yp = 0, vF is perpendicular to A). That means trajectories with increasing

impact parameter have large LDOS already for smaller distances than in the field free case. The

splitting star arms in the LDOS maps should be squeezed to smaller distances from the core. In

fact, this is what is seen in the calculations with vector potential at higher energies, as shown

in Fig. S1. This proves that even though there are quantitative differences to the case without

vector potential, in the general characteristics, the LDOS patterns remain unchanged.

Supplementary Note 1: Anomalous vortices in varying mag-
netic fields

The direction and magnitude of spatial displacement between the sets of CdGM state branches

from the two superconducting bands found in anomalous vortices could not be tied to any

crystal direction and appears to be almost random. By slowly varying the static magnetic field,

the displacement can be modified, as shown in the dI/dU maps of the same anomalous vortex in

Fig. S2 at different fields. We do, however, see an additional blue stripe in the zero-bias dI/dU

maps of anomalous vortices that appears on the same side of the star pattern as the ring state.

For clarity, the ring state is enclosed by a white-dashed circle and the borders of the mentioned

stipe are highlighted by white-dashed contour lines in Fig. S2. These stripes might hint at the
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direction in which the magnetic field lines are tilted beneath the surface.

As Fig. S3 demonstrates, a vortex core can be moved by a slow change in magnetic field

and the sets of CdGM states from the two superconducting bands are displaced independently.

Consequently, we are able to transform an anomalous vortex back to a normal vortex proving

that the two types are not inherently different and that the anomalous type may well be explained

by flux line tilting.

Supplementary Note 2: Giant vortex

In a single case, a giant vortex containing m > 10 flux quanta was found near a large sputtering

defect. The zero-bias dI/dU map of this vortex, shown in Fig. S4A, features more than 10 arms

of CdGM states stretching in each ⟨21̄1̄⟩ direction, which again split into pairs at larger bias

(Fig. S4B). Unfortunately this particular giant vortex was partly outside the scan frame of the

fine motion piezo tube, which prevented us from a definite determination of m.

Supplementary Note 3: Particle-hole and time-reversal sym-
metry

We find that the differential conductance maps show no qualitative change (compared to the

figures in the main text) when the electric field in the tunnelling junction is reversed (inverse bias

voltage sign U ↔ −U ) or the magnetic field direction is reversed (Bêz ↔ −Bêz). As a point of

proof, Fig. S5A and B show a normal vortex stabilized at −14mT (after saturation at −85mT)

for U ≥ 0mV and Fig. S5C and D show an anomalous vortex stabilized at 18mT for U ≤

0mV. The invariance of the LDOS maps under reversal of the electric field demonstrates the

particle-hole symmetry of the CdGM states and justifies their treatment as excitations of a BCS

ground state, i.e. describing their dynamics by a mean-field BdG Hamiltonian or Eilenberger’s

quasiclassical Green’s function propagators. The invariance of the LDOS maps under reversal
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of the magnetic field is the logical consequence of time-reversal symmetry of the CdGM states.

Supplementary Note 4: Vortex at 4.3K

At 4.3K the stabilization of single vortices within the STM scan frame was substantially harder.

Upon repeating the magnetic protocol in small steps seven times, we only found a vortex within

our scan frame in a single case. The vortex signature is shown in Fig. S6. At U = 1.8mV ≈

∆/e (A), it appears as a round depression in differential conductance that is slightly smaller

than at base temperature which is to be expected due to the temperature dependence of the

coherence length ξ(T ) = ξ0
√
1− T/Tc. At zero bias voltage (B), the CdGM states are smeared

out. However, a conductance maximum is still found in the centre of the vortex (C) indicating

that it is a vortex with odd winding number and, considering its size and shape, most likely

m = 1. A distinction between ∆1 and ∆2 is not possible anymore at this temperature due to the

temperature broadening of the dI/dU spectra (C).

Supplementary Note 5: Self-consistent calculation of ∆

We followed Ref. (19) and solved the Eilenberger equations in 2D self-consistently for T =

0.1/7.2Tc in the clean limit, i.e. we refined the pair potential using the self-consistency equation

(19, 65):

∆(r) = 2πTΛ
Nc∑
n=0

S−1
F

∮
FS

f(iϵn, r,vF (k))d
2k (22)

with

Λ =

[
log(T/Tc) +

Nc∑
n=0

1

n+ 1/2

]−1

. (23)

SF is the Fermi surface area, ϵn = 2(n+1)πT the fermionic Matsubara frequencies and Λ is the

coupling constant. We choose Nc such that ϵNc = 5Tc. Setting the vector potential A = 0 and

assuming an isotropic vF we reach convergence for ∆ with an accuracy of 10−4 Tc. The result
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for ∆(r) is displayed in Fig. S7 along with the function ∆(r) = ∆0 tanh r/ξ0. For a distance

from the vortex centre of r < 2ξ0 the recovery of ∆(r) deviates from the function ∆0 tanh r/ξ0.

The slope of ∆(r) close to r = 0 is roughly four times as steep as expected from a simple tanh

behaviour with universal ξ0. This leads to a core size ξ(c) = ∆(∞)
[
limr→0

d∆(r)
dr

]−1

that is

roughly ξ0/4.

Supporting Data 1: Absence of ordered vortex pattern

We provide supporting data that clearly shows that our bulk Pb single crystal does not host an

Abrikosov lattice (or any other kind of ordered pattern) of vortices, but that vortices coexist

with large superconducting and normal domains in the intermediate state. In addition, we pro-

vide topographic images that show the atomically flat Pb surface below these vortices with no

indication for flux pinning by defects.

Fig. S8 shows three connected areas for which we show the topographic scan image in A and

the corresponding dI/dU map recorded at Ut = 1.4mV in B. The topographic image shows a

typical Pb surface after our cleaning procedure. Here, we see six atomically flat and clean

terraces (a seventh terrace begins just at the left edge of the leftmost scan frame) without larger

defects at the surface. In the corresponding dI/dU map we see two vortices (round blue/purple

objects marked by arrows), one larger normal conducting domain (purple area marked as “NC”)

and a large superconducting domain (green/red area). The vortices obviously do not form an

ordered pattern but coexist with large normal and superconducting domains in the intermediate

state.

Supporting Data 2: dI/dU data for Fig. 3 and 4

We provide supporting data that shows the differential conductance (dI/dU ) spectra from which

Fig. 3 and Fig. 4J-K of the main text were derived. In Fig. 3 and Fig. 4J-K of the main text the
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second derivative of dI/dU with respect to the bias voltage is shown. This method enhances

visibility of peaks in the spectra and is commonly used for photoemission data. We now also

show dI/dU as a function of bias voltage and the radial distance to the vortex centre as a 3D

surface plot in Fig. S9 for the four different angles (0◦, 20◦, 40◦, 60◦) which were defined in the

main text and Fig. 3. The same we do for the two plots of Fig. 4J-K of the main text and show

these 3D surface plots in Fig. S10. Since it is hard to follow the CdGM states as well as the

gaps in one view, we also provide these interactive 3D surface plots in .html format in 3D-Data

S1 to S6.
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Table S1: Measurement parameters. It denotes the feedback condition of the tunnelling
current at the bias voltage Ut. UPK

ac is the peak AC voltage amplitude added via the Lock-in
amplifier. In multi-pass dI/dU maps zoff is the distance the tip is brought closer to the surface
compared to the feedback condition. B is the magnetic flux density in vacuum and T is the
temperature.

Fig. It(nA) Ut(mV) UPK
ac (µV) zoff(pm) B(mT) T (mK)

1 A 0.2 1 - - - < 45
B 0.05 1.3 50 - 23 < 45
C 1 3 20 - 0 39
D 2 3 20 - 23 48

2 A-G 0.5 1.4 50 20 0 < 45
H 0.5 1.4 50 - 0 < 45

3 0.5 3 20 - 0 < 45
4 A-G 1 1.4 50 20 19 < 45

H 1 1.4 50 - 19 < 45
I 1 3 20 - 19 40
J 1 1.5 10 - 19 40
K 1 2 20 - 19 40

5 A-B 0.5 1.4 50 20 0 < 45
C 0.5 1.4 50 - 0 < 45

D-E 1 1.4 50 20 33 < 45
F 1 1.4 50 - 33 < 45
G 1 3 20 - 0 < 45
H 1 3 20 - 33 < 45

S2 A-D 1 1.4 50 - INDa < 45
S3 A-B 0.2 1.4 50 - IND < 45

C-D 1 1.4 20 - IND < 45
S4 A-B 1 3 50 20 0 < 45
S5 A-B 0.5 1.4 50 - IND 36

C-D 1 1.4 20 - IND 42
S6 A 0.1 1.8 50 - 0 4300

B 0.1 1.8 50 20 0 4300
C 0.1 6 100 - 0 4300

a This parameter is indicated in the sub-figure itself.
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A B

Figure S1: Influence of Vector Potential: The LDOS obtained from solutions of the 3D Eilen-
berger equations for a single-flux-quantum vortex at energy eU = 0.8meV without (A) and
with vector potential (B), as formulated in Eq. (5), show only quantitative differences. With
non-zero vector field, the star arms are still split, yet the CdGM states at this energy are squeezed
into a smaller area around the vortex core.
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A B

C D

Figure S2: Manipulation of anomalous vortex pattern. Zero bias dI/dU maps of an anoma-
lous vortex at different magnetic fields. The relative positional shift between the star centre and
ring centre (red) is manifold and not tied to crystal directions. The position of the ring centre is
marked by a white-dashed circle. The bright stripe mentioned in the main text is marked at its
borders by white dashed lines.
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A

B

C

D

Figure S3: Manipulation from anomalous to normal vortex. (A,C) Topographic images
of the corresponding quasiparticle patterns in (B,D) showing the same location on the surface.
(B,D) Zero bias dI/dU map of the anomalous vortex before (B) and after the magnetic field ramp
(D). After the decrease of magnetic field, the anomalous vortex in (B) moved and transformed
into a normal type (D). In the process, both sets of CdGM states moved.
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A B

Figure S4: Giant vortex. dI/dU maps of a giant vortex containing m > 10 flux quanta. It
shows more than 10 arms at zero bias (A) that individually split in two at sub-gap energies
away from the Fermi level (B). This vortex is located at the edge of a large sputtering defect.
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A C DB

Figure S5: Reversal of magnetic and electric field. Applying the magnetic field or electric
field in the opposite direction has no effect on the LDOS pattern inside the vortex. (A,B) dI/dU
maps of a normal single-flux-quantum vortex in reversed magnetic field. (C,D) dI/dU maps of
an anomalous vortex showing that reversing the sample bias yields indentical LDOS patterns.
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A B
C

Figure S6: Vortex at higher temperature. (A,B) dI/dU maps of a vortex at T = 4.3K and
B = 0mT. (C) Bias spectroscopies far away from the vortex (black squares) and in the centre
of the vortex (blue triangles) at 4.3K. The red line shows a fit of Dynes form to the differential
conductivity in the superconducting phase with a gap size of ∆ = 1.24meV.

16



Figure S7: Kramer-Pesch effect: The self-consistent calculation of the pair potential ∆ for
a vortex with isotropic Fermi velocity at T = 0.1/7.2Tc exhibits a shrinking of its core size
according to the Kramer-Pesch effect, i.e. a steeper recovery of ∆ close to the vortex centre that
does not follow tanh r/ξ0.
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Figure S8: Absence of ordered vortex pattern: (A) Topographic image of three connected
areas showing six atomically flat terraces. (B) dI/dU maps at Ut = 1.4mV and B = 22mT
corresponding to the areas in (A) which show 2 vortices (round blue/purple objects marked by
arrows) next to a larger normal conducting domain (purple area marked as “NC”). The green/red
areas in the map belong to the superconducting parts (marked as “SC”).
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Figure S9: dI/dU spectra to Fig. 3: 3D surface plots of dI/dU(r, U) for the four different
angles as defined in Fig. 3 (0◦, 20◦, 40◦, 60◦). Bias voltage U is shown as x-coordinate, radial
distance to the vortex centre r as y-coordinate and dI/dU as color coded z-coordinate. The
color encoding changes exponentially over the equally spaced values of the z-axis in order to
emphasize small in-gap peaks corresponding to CdGM states and coherence peaks of larger
intensity at the same time.
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Figure S10: dI/dU spectra to Fig. 4: 3D surface plots of dI/dU(r, U) for the two line profiles
defined in Fig. 4I (differential form of spectra shown in Fig. 4J-K). Bias voltage U is shown as
x-coordinate, radial distance to the vortex centre r as y-coordinate and dI/dU as color coded
z-coordinate. For large range spectra the color encoding changes exponentially over the equally
spaced values of the z-axis in order to emphasize small in-gap peaks corresponding to CdGM
states and coherence peaks of larger intensity at the same time. (A) dI/dU(r, U) spectra to
Fig. 4J. (B) dI/dU(r, U) spectra to Fig. 4K.
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3D-Data S1: 3D data for Fig. 3. dI/dU as a function of bias voltage and the radial distance to

the vortex centre as a 3D surface plot for 0◦ angle as defined in the main text in Fig. 3.

3D-Data S2: 3D data for Fig. 3. dI/dU as a function of bias voltage and the radial distance to

the vortex centre as a 3D surface plot for 20◦ angle as defined in the main text in Fig. 3.

3D-Data S3: 3D data for Fig. 3. dI/dU as a function of bias voltage and the radial distance to

the vortex centre as a 3D surface plot for 40◦ angle as defined in the main text in Fig. 3.

3D-Data S4: 3D data for Fig. 3. dI/dU as a function of bias voltage and the radial distance to

the vortex centre as a 3D surface plot for 60◦ angle as defined in the main text in Fig. 3.

3D-Data S5: 3D data for Fig. 4J. dI/dU as a function of bias voltage and the radial distance

to the vortex centre as a 3D surface plot for the profile in Fig. 4J of the main text.

3D-Data S4: 3D data for Fig. 4K. dI/dU as a function of bias voltage and the radial distance

to the vortex centre as a 3D surface plot for the profile in Fig. 4K of the main text.
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